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Abstract: In this paper we present the results of a studyniwithe CRUISE
Network of Excellence. Within CRUISE we have sintetha simple scenario for
Wireless Sensor Networks with three different setioh tools: NS-2, OMNeT++
and OPNET. The scenario investigated is that afedfifyhter entering a building and
deploying sensor nodes in different rooms. Datdect#d from the sensor nodes is
transmitted to the fire fighter and the incidentmeoander at the other end. The
simulation tools are compared regarding their edsenplementing the scenarios,
collecting the metrics delay, throughput as wekkasparability of the results.
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1. Introduction

A broad variety of different simulation tools areed to simulate key characteristics of
Wireless Sensor Networks. They range from emulataginated tools like Avrora and
TOSSIM to wireless and mobile communication simalaenvironments, like OMNeT++,
OPNET and NS-2. Each of these classes and toolsithaspecific advantages and
disadvantages and often the selection of the ®atainly based on the experience of the
researcher rather than on rational arguments.

An overview of the different tools and simulatienvironments with their particular
pros and cons has been established by the CRUIg&cpf1] and is given in [2]. The next
step within the CRUISE WFoftware Tools for modeling, design and simulati®rto
compare the tools using an identical simulatiomade that can be easily implemented in
the different simulation environments, i.e. haviagrather common mobility model, a
commonly used network layer protocol etc.

The authors with a background in Communicationwdeks also tried to simulate the
scenario using the emulators TOSSIM and Avrora. él@w, there was more time required
to fully understand the simulators themselvesyriplement the reference scenario and add
or adopt the required functionality in the emulatdrhe results will be published in future
work of the authors.

The rest of the paper is structured as followsth@ next section the three different
simulation environments are briefly introduced. STt followed by a detailed description
of the fire fighter application scenario and thefiguration in each of the model layers. For
each of the layers the restrictions and particidsri of the different simulation
environments are given. The simulation resultsgfach of the metrics are discussed and
finally the paper ends with an outlook and condusi

2. Simulation Tools

The following provides a brief introduction to ttieee simulation tools investigated within
this study.
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2.1- OMNeT++

The Objective Module Network Test-bed in C++ (OMNe] [3] is a component-based,
modular and open-architecture simulation envirorimwith strong GUI support and an
embeddable simulation kernel. OMNeT++ providesesdrchical nested architecture.

The modules are programmed in C++, the GUI of ONiNeis created using the Tk
library. The modules are assembled into componants models by using a high-level
language (NED). Modules communicate by sending agess The simulation
configuration is managed by .ini files.

Today there are several sensor network simuldt@mmeworks based on OMNeT++.
The Mobility Framework [4] implements the supporr fnode mobility, dynamic
connection management and a wireless channel mGdaiently the Mobility Framework
provides only models for IEEE 802.11. A module 892.15.4 has been developed based
on the Mobility Framework, but is not availableth@ public yet [5]. An implementation of
AODYV exists as an extension of the INET framework.

2.2—NS-2

NS-2 [6] is a discrete-event simulator written in4Cwith a TCL front-end, intended for
networking research. It is free and open source,itbis not supported commercially.
Development of the simulator is ongoing on the entr™NS-2, as well as on the follow-up
simulation tool NS-3.

As with all discrete-event simulators, preciseitighsimulation (i.e. of code execution)
is not possible, although a timing model can beedddto the simulation. NS-2 uses TCL
for scenario generation — this allows complex sdesao be generated automatically by
scripts. The simulator is controlled by TCL commsnd

Originally, NS-2 only supported simulation of fokd CP/IP based computer networks.
Mobile nodes are however now supported to allow shaulation of mobile ad-hoc
networks. Ad-hoc routing protocols supported by N&e AODV, DSDV, DSR and
TORA. Mobility simulation however required an exten, since the standard NS-2
simulation is based on the idea of fixed links kesw interfaces, which are no longer static
in wireless scenarios. Mixing wired and wirelessle®in the same NS-2 simulation is also
difficult.

In general, nodes in NS-2 are considerably mophisticated than the typical sensor
node. Layers are included in the models that are practical in a sensor node
implementation, and the presence of these layeilgady to distort a simulation. For
example, all mobile nodes include packet queuesaeh interface, have unlimited packet
storage, have a unique address (such as an IPsayldired run ARP to resolve addresses.
The 802.11 DCF MAC protocol is implemented for thAC. A wide range of fixed
routing protocols, transport protocols and appitccatmodels (such as web services) are
provided however these are likely to be of litteedor a sensor network simulation.

Propagation models supported are free-space,dawground reflection and shadowing.
Simple energy modeling is supported; this trackse #mergy used for each packet
transmitted and received. Contributed models pe\sdpport for other protocols (e.qg.
IEEE 802.11 and IEEE 802.15.4). These are notqdahe core distribution and are still in
development. Overall, sensor network simulationaseasily supported by NS-2 although
many researchers are currently attempting to mad8y2 towards better WSN simulation.

2.3— OPNET

The OPNET Modeler is a commercial network simulagoftware by Opnet Technologies,
Inc. A free academic license is available [7]. Aa@rical User Interface support the
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configuration of the scenarios and the developneémetwork models. Three hierarchical
levels for configuration are differentiated: Thevaark level creating the topology of the
network under investigation, the node level definithe behaviour of the node and
controlling the flow of data between different ftinoal elements inside the node, and the
process level, describing the underlying protocais, represented by finite state machines
(FSMs) and are created with states and transibenseen states. The source code is based
on C/C++. The analysis of simulated data is sumggolty a variety of built-in functions.
Different graphical presentations for the simulatiesults exist.

OPNET develops specialized modules like WireleHe TS, etc. Additional modules
are contributed by the University Program. For righbinodels random waypoint, arbitrary
trajectories, and mobility updates from externaurses via the HLA (Higher Layer
Architecture) are supported. For modelling the oaatiopagation, OPNET provides CCIR,
Free Space, Hata, Longley-Rice, TIREM, or Walfiekagami. Additionally Rayleigh,
Ricean or Two-Ray models are available from the @PMommunity, i.e. not supported
by OPNET. 802.15.4/ZigBee model is under develogmannon supported version is
available [8]. Energy models are not directly supgd by OPNET.

3. Application Scenario

The application investigated is taken from the I@€arlT@work project [9]. The
wearlT@work project is developing a set of new 8ohs to support the mobile workers of
the future. These solutions are based on wearabtepuating technology and their
effectiveness and applicability are being testedoon different pilot studies in the fields of
Healthcare, Emergency Rescue, Aircraft Maintenaaoé Production Management and
Training. Within the emergency management fields iimperative that fire fighters have a
good communication link to the command post as ¢his directly impact the survival of
himself or a victim. The concept of a virtual sensetwork lifeline is investigated. The
sensor nodes of this lifeline are deployed by treefighter when entering the building, e.g.
by a mechanism in the fire fighters boot. The semsmles can measure temperature and
possibly detect smoke (gas) in the environment iaf@m the firefighter as well as the
incident commander on the other side. Additionallycan be used to exchange status
information and voice messages between the firefiggnd the incident commander.

4. Specification of Scenario

The fire fighter scenario under investigation ipideed in Figure 1. Node O is the fire

fighter; node 1 is the Incident Commander. Nodds 25 are sensing nodes deployed by
the firefighter when entering the building. The rszo is depicted in Figure 1. All nodes

except for the firefighter node are at fixed looat. The firefighter node moves with a

speed of 0.5 km/h to the south until it reacheskbed, from there it moves in western

direction to the end of the hallway. The nodes @ anare active from the start of the

simulation; the nodes 2...25 are enabled when teédhter moves by.

-1
Brll
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Figure 1. Firefighter Scenario

Within the application layer, the fire fighter reodtarts unicasting data packets to the
gateway at the simulation start time. The nodes 2.ar2 alternately transmitting to the
firefighter (node 0) and the gateway (node 1), ftrefighter and the gateway are sending
only to each other. The rate of sending packe@s2s (i.e. one packet every 5s). The size
of the packet is limited by the lower layers (nagimentation). Currently we are employing
a packet size of 32 bytes.

For comparison reasons the AODV routing protosolised, as it is implemented for
most simulation environments. For sensor network$ sensor nodes with TinyOS and
IEEE 802.15.4 physical and MAC layer usually TinyB@® is implemented. TinyAODV is
available with TOSSIM and Avrora. OPNET and NS-2 tise full AODV as specified in
IETF the MANET working group [10], therefore diffsices in the results are to be
expected. Flooding as a network layer protocol wasd within OMNeT++, as the
interworking of the INET and Mobility Framework ddwunot be guaranteed.

Energy efficient data transmission over sensowokds requires the use of energy
efficient MAC protocols. The transmission of beagoackets between transmitter and
receiver facilitates low duty cycle in which dewsdeansmissions are coordinated. With this
strategy, devices can sleep between the coorditgegmissions, which results in energy
efficiency and prolonged network lifetimes. The EB02.15.4 MAC standard for low duty
cycle, low data rate devices is the most signiiemmercially adopted MAC protocol to
date [11]. We therefore focus on the use of IEEE BB.4 for this comparison of simulation
tools.

For this first comparison a simple radio propagatinodel is used: The nodes within a
distance of 10 meters have a perfect channel withadket loss, the nodes more than 10
meters apart cannot communicate.

In order to evaluate the simulation model funciidy and performance, metrics are
collected at each node in terms of data throughgadket loss and delay. Where required,
the additional tools to process and plot data ezegnted.

5. Reaults

The usability and performance of the most commaombgd wireless sensor network
simulation tools are measured by means of th agpdic scenario as discussed in section 4.
The simulation model results will now be preserftedeach simulation tool investigated in
this study.

5.1- OMNeT++

The propagation/connectivity model mentioned int®ac4 has been implemented, an
802.11 link layer model and a simple Flooding netwtayer model is used for the
simulations done with OMNeT++.

The results produced by OMNeT++ are containecdhiowput vector file. This file has
been post-processed using command-line tools aatyfiMatlab was used for creating the
statistics and figures. So, there is an extra effeeded to present the results.

The throughput and delay received at the fireBginibde is depicted in Figure 2. Due to
only two nodes (the firefighter and incident comuhan) being active in the beginning of
the simulation the traffic is very low (~0.2 packs) initially. With the nodes being
switched on one by one, the traffic increases w@pmately 5 packets/s at the end of the
simulation at 500 s model time. With the increaséraffic there is also an increase in the
delay involved (especially as the messages areldlban the network and the new nodes
increase the length of the lifeline). The delaytstaut negligible and later on reaches value
up to 0.2 seconds.
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The throughput and delay received at the commastl pode is depicted in Figure 3.
The values and the behavior remain the same akddirefighter.

Throughput of the firefighter node Throughput of the command post node
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Figure 2. Throughput and delay at firefighter Figure 3. Throughput and delay at command post
node

The delay distribution is shown in Figure 4. Indae seen that more than 38 packets
reached the destination within 0.02 seconds. Aveeaygl Variance of throughput and delay
obtained by this OMNeT++ simulation are given irblEal for comparison.

Fire Fighter to Incident Commander Packet Delay Frequency Distribution
40 T T T

Delays Frequency Distribution

0.2

. 0.1 0.15
Delay between Fire fighter and Command Post Node [s]

Figure 4. Delay distribution

5.2—NS-2

As described in section 2.3, the simulation paranseth NS-2 including node mobility and
radio propagation are controlled via a user defii€l script. Using the fire fighter
scenario specification a TCL script was createdsipport the required functionality
including node positions, mobility, data trafficofite and initiation. The separation of
simulation parameters and scenario definition ftoemsimulated protocols enables the user
to quickly and efficiently build scenarios and as& protocol performance without the
need to recode NS-2 modules. The key performandeiosanvestigated include data
throughput at both fire fighter and incident comihapost nodes, packet delay and
frequency distribution and the packet drop rate tdumllisions. The most common method
of analysing NS-2 trace files is by the developmahtser defined scripts to extract key
performance indicators. This can be one of NS-2strtimiting factors as results cannot be
readily analysed and graphed following a simulatibhere is however a NS-2 graphing
tool called Trace Graph freely available to extrdoe most commonly used metrics [12].
Trace Graph was used in this study to extract tBe2Nperformance metrics.
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One of the first performance metrics collectethis data throughput at both the mobile
fire fighter and fixed incident command post nodesferring to the scenario specification
in section 4, as the fire fighter moves he enaetsser devices which in turn begin
transmitting data to both him and the incident candh post. Furthermore, from the
simulation start time the fire fighter node unisadata packets to the incident command
post. We therefore expect the throughput to inereas both nodes as the simulation
progresses. The received throughput at both thdifjhter and incident commander nodes
are shown in Figure 5 and Figure 6 respectivelgnti§ical analysis indicates that the
received throughput at the fire fighter and commpost are 1.636 packets/second and 1.59
packets/second respectively.
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Figure 5 Received throughput at fire fighter node

As the fire fighter moves, data packets are traitsdhto the incident commander from
the fire fighter at a rate of 0.2/s. In an emergergsponse scenario, it is critical that
minimal delay occur in this data transfer. Figurdepicts the packet delay along this data
path, while Figure 8 shows the packet delay frequetstribution. As Figure 8 indicates,
the packet delay from firefighter to command pedess extremely low. An increase in this
metric would indicate the requirement for additibgateway devices to be installed along
the data path.
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Figure 7 Firefighter to incident commander

packet delay Figure 8 Firefighter to incident commander

packet delay frequency distribution

5.3— OPNET

The scenario was implemented in the OPNET simulatmsion 11.5.A PL3 with Wireless
11.5.A package. The wireless sensor node modekveated with the help of an available
MANET station model and is depicted in Figure 9.s&&s were obtained in order to
analyze the performance of the given network seen&omparing the total amount of
received acknowledged transmission packets, itbeanoticed that the received traffic at
the command post is less than that of the firefigimiode. That is because not all traffic
from the firefighter node reaches the command pamtthis mobile scenario it is necessary
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to enable active route expiration timers for eveogle, though that will increase the global
network load and will consume more energy. Theafsexpiration timers is not the most
efficient way of improvement, because in this scenall routes are static except those
including the firefighter node.

]
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Figure 9 Wireless sensor node model in OPNET

Future work may have the scope on implementatiofink failure indication from
MAC layer to the Network layer. The other, more @bex way is to create a custom
AODV model from the existing standard model in ORAN&d integrate a network layer
control channel for link error indication, i.e. HEQ messages.

Figure 10 depicts the received throughput andydatahe fire fighter node obtained
using OPNET. Again the traffic and delay start vieny and increase over the duration of
the simulation. The delay is similar to the reséitis OMNeT++ bounded to 0.2 seconds,
although different routing algorithms are used athbsimulations.

The same performance metrics are shown in Figuferithe incident commander. The
results obtained are similar to those for the ifijtetier.
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6. Platform Comparison

Results are obtained at the command post, incluttiagraffic from all nodes within the
simulated environment. Table 1 summarizes key pmdoce statistics at the incident
command post. As expected there are differencesebveny results gathered from each
simulator are of the same order of magnitude, desging different models.

The mean received throughput varies from 1.19Xeqtéc for OMNeT++, to 1.658
packet/s for OPNET with NS-2 representing very Emiesults to OPNET at 1.59
packet/s. The mean of the received end-to-end del#lye command post from all stations
varies by 20 ms from OMNeT++ to OPNET. The resti2.8 ms in Table 1 represents the
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end-to-end delay between the fire fighter and comingost nodes, as it is not possible
using the NS2 Tracegraph tool to determine theterehd delay from all nodes to the
command post. The variances could not be gathertadive Tracegraph tool for NS-2. The
variances for the throughput and the delay of OPIdBT OMNeT++ are very similar.

Table 1. Comparison of performance results at tiogdient command post node

OMNeT++ OPNET NS-2
Mean of received throughput [packet/s] 1.193 1.658 1.59
Variance of received throughput 0.179 0.1681 -
Mean of received eed [s] 0.051 0.031 0.0023
Variance of received eed 0.002 0.0026 -

7. Conclusions

The exercise of implementing the same scenariaifi@rent simulators has again proven
the difficulty of this task due to the differentrailation analysis capabilities and protocol
support. The simple scenario investigated could lpetimplemented in any of the
simulators without adding functionality or librasi@r by using similar instead of the same
models. So there is no publicly available IEEE 8624 model for OMNeT++ leading to
the need to take 802.11 instead. Also there wauiing algorithm which could be used
without major integration work in all three simuet. Here again a different model
(flooding instead of AODV) was taken for OMNeT++dé&se differences (802.11 instead of
802.15.4 and flooding instead of AODV) also expldime significant quantitative
differences of the results of the OMNeT++ simulat@MNeT++ with flooding has
significant less traffic throughput than OPNET ansd2.

The usability of the three simulators cannot bmgared - it is a question of taste and
experience mainly. OPNET has a convincing analgsid way of presenting the results,
however requires significant time to learn to useNs-2 having the charme of being an
open source software suffers from bad presentafioesults and means to analyse them, as
external tools have to be used or be developed. MM as an open source simulation
tool features a nice GUI, but however has not ipomated a tool for graphical
representation of the results.
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