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Abstract. We present a novel approach to enable decision-making in a highly
distributed multiagent environment where individual agents need to act in an au-
tonomous fashion. Our architecture framework integrates risk management, knowl-
edge management, and agent deliberation to enable sophisticated, autonomous
decision-making. Instead of a centralized knowledge repository, our approach sup-
ports a highly distributed knowledge base in which each agent manages a fraction
of the knowledge needed by the entire system. Our approach also addresses the
fact that the desired knowledge is often highly dynamic, context-sensitive, incom-
plete, or uncertain. Thus risk management becomes an integral component which
enables context-based, situation-aware decision making, which in turn supports au-
tonomous, self-managing behavior of the agents. A prototype system demonstrat-
ing the feasibility of our approach is being developed as part of an ongoing funded
research project.
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1. Introduction

In this paper we describe a new approach to enable robust decision-making in a highly
distributed, multiagent environment where agents need to act in an autonomous fashion.
Our application is the logistics domain where autonomous agents are seen as a promising
and effective approach to represent the different planning, scheduling, and controlling
processes in an enterprise. For example, we can envision a scenario in which agents are
used to represent real-world entities such as truck and container, abstract objects such
as weather or traffic service, or even human decision makers, such as the ramp agent at
a loading dock. In this scenario, the agents need to make decisions about which con-
tainers to transport, what the fastest route to a specific destination is given current road
or weather conditions, or what to do with goods damaged during unloading, for exam-
ple. We believe this kind of autonomous, decentralized decision-making can help make
the operational processes more efficient, cost-effective, and allow the participating enter-
prise to stay competitive. It is also a major improvement over traditional centralized ap-
proaches in which individual agents are ill-equipped to deal quickly with sudden events
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since control usually resides with the entities that are removed from the scene of the
event and thus have only delayed access to the relevant information.

Enabling this type of autonomous decision-making is challenging given the poten-
tially large number of agents that could be involved, the dynamic and sometimes even
competitive environment in which the agents operate. In principle, enabling a technical
system, e.g., an autonomous agent, to make decisions that are designed to impact real-
world entities delegates the assessment of consequences of the decisions to the agent. To
the same extent as the future is perceived as decision-dependent, any decision to be made
by the agent must be regarded as risky [18, p.77]. In the context of this work we define
risk as uncertainty about the future state of the world which implies that any decision
by the agent might turn out wrong. The goal of risk management (RM) is to attempt
to optimize the agent’s decisions in the presence of incomplete, imprecise, or debatable
information by reducing the uncertainty about future events.

Knowledge management (KM) is an important means to achieve this. Here KM is
regarded in terms of a knowledge consumer role presupposing knowledge providers but
more complex interactions are possible. Our approach to KM aims at finding a rational
basis to obtain needed information and to choose an appropriate provider. Furthermore,
the agent is challenged by the fact that the knowledge that is needed is often highly
dynamic, context-sensitive, incomplete, or uncertain. Thus the integration of risk and
knowledge management enables context-based, situation-aware decision-making, which
in turn supports autonomous, self-managing behavior of the agents.

Current agent architectures are not designed to model this complex decision-making
process which requires agents to process knowledge about internal structures and organi-
zations, show awareness of other agents and communicate or even cooperate with them,
and perceive changes in their environment. A common approach in the agent community
is to discriminate the steps percept, reason, and do as a basis for decision-making
(deliberation cycle). In more sophisticated approaches, logical reasoning behavior is de-
scribed. For example, in the BDI (belief, desire, intention) approach as introduced in [21],
the strategic layer of agents may be modeled within desires, operational aspects within
beliefs, and tactical features within intentions or plans. The BDI approach also attempts
to closely mimic human decision-making ([3]) and represents the dominant approach for
modeling intelligent behavior within the agent research community [6].

The major shortcoming of current agent deliberation cycles is the relatively simple
discovery and evaluation of alternatives. The standard approach to creating consistent
subsets (goals) for action selection is not sufficient for dynamic environments, as the
agent must often conduct multi-criteria optimization, which may also be based on com-
peting goals. Hence an important challenge for this project is to augment the agent’s
deliberation cycle with the ability to identify and assess the underlying risks that are
associated with the options that determine the next course of action. If necessary, the
agent must be able to augment its knowledge base with missing or updated knowledge,
for example, from other agents, to be able to properly assess and evaluate the feasible
options.

In the remainder of the paper we introduce our architecture framework, which inte-
grates risk management, knowledge management, and agent deliberation to enable so-
phisticated, autonomous decision-making.
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2. Framework

Our framework is depicted in Fig. 1. It includes explicit risk and knowledge manage-
ment, termed decision-support in the figure, which may work in an inter-leaved fashion
to augment the deliberation cycle of the agent. Generally speaking, we use risk manage-
ment to identify and assess the risks associated with one or more options, and knowledge
management to acquire missing knowledge, for example, to improve risk assessment or
to generate additional options. Our decision-support system can be integrated into any
intelligent agent that utilizes some form of deliberation with separate option generation
and selection phases.

Agent Deliberation Cycle_

— Situation Option m
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R |

\V4 Decision Support
Identification
of ﬁ>
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Acquisition
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Figure 1. Conceptual overview of the framework depicting the interaction between agent deliberation, risk
management, and knowledge management.

We realize that not all deliberation and subsequent option selection involves sophis-
ticated risk management. In fact, many important actions are the result of a trained re-
sponse (e.g., to avoid imminent danger). However, in this paper, we are focusing on
agents in complex decision situations, such as the ramp agent wondering whether it is
safe to start unloading paper rolls from a ship given the possible threat of a rain storm.
We will elaborate on the use of risk and knowledge management in this scenario later in
Sec. 5.

Starting with the deliberation cycle at the top of Fig. 1, we assume that some percep-
tions are leading to a situation, where the agent has to decide on its next action. Before
making a decision, the agent invokes risk management to help with the assessment of
the option(s) (e.g., unloading the paper rolls immediately or delaying it until the next
morning). We are envisioning that all components have access to a common repository or
knowledge base (not shown in the figure) containing the options currently under review.
For the remainder of the paper, we will use the term “beliefs” to refer to this knowledge
base. By invoking the risk management module, the agent also passes along a pointer to
the option(s) currently under deliberation as input.
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The first step in risk management is the identification of potential risks associated
with each option. For example, in our scenario, a risk of unloading immediately could be
that the rolls get wet if it starts raining. Each identified risk must be evaluated to assess
the magnitude of the risk and its probability of occurrence. In the ideal case, the agent
has sufficient knowledge to arrive at a meaningful risk assessment. Upon completion, the
result of the assessment is returned to the deliberation process which uses the information
to aid in the selection of the best possible option.

Due to incomplete or uncertain knowledge (e.g., weather information has only a lim-
ited life-span and must be updated frequently), risk management may be unable to decide
on risk. The exact approach for estimating both is described in more detail in Sec. 3. This
triggers knowledge management to acquire the missing information or detailed informa-
tion on the current situation — including alternative actions. Knowledge acquisition may
retrieve knowledge from other agents (e.g., weather service) or directly from external
sources/sensors (e.g., a barometer).

A central component of our approach is the representation of decision-support pa-
rameters which govern the RM and KM processes as well as the interactions between
them. For example, when RM invokes KM to acquire missing knowledge to help as-
sessment of risk, it communicates the importance of obtaining the missing knowledge to
KM. This helps KM to select the proper strategy, which could be to obtain weather infor-
mation from a free Internet service in case the importance is low to trading or even pur-
chasing weather information from a reputable broker in case the perceived importance
is high. Another parameter used by KM is availability which expresses the probability
that an item of knowledge is available from any known source at this time. Availability
of knowledge is based on prior experiences and used by KM, for example, in deciding
which knowledge items should be acquired (in case there are choices). So far we have
identified a total of eight parameters for RM and KM which will be described in more
details in the following sections.

As we mentioned above, RM and KM are closely intertwined and can be invoked
multiple times during a single decision-support cycle. For example, during knowledge
acquisition, there could be a need to decide between different knowledge brokers both
offering similar information. Based on the importance of the intended knowledge (impor-
tance parameter), the perceived trust of each knowledge broker (confidence parameter),
the cost of the information (cost parameter), as well as the perceived value of the offered
information compared to what is expected (similarity parameter), the RM module can be
invoked by KM to help assess the “risk” of using one broker over the other.

In the following sections we describe the RM and KM modules including the shared
decision-support parameters in more detail. A short scenario illustrating the use of our
framework in a logistic environment is presented following the overviews in Sec. 5.

3. Risk Management

As stated in the introduction we associate uncertainty with risk. Thus the acquisition of
facts that can reduce uncertainty is one strategy to handle risk. In this section we present
an approach to assess the the amount of uncertainty and a strategy to reduce it by invok-
ing knowledge management.

Risk management is a continuous process that will trigger further deliberation as
soon as a fact is added to the knowledge base, which makes the situation risky. As al-



Lorenz et al. / KM for RM in Agents 5

ready mentioned in the introduction, risk arises whenever a subsequent decision must be
based on incomplete knowledge and thus might turn out wrong.

Our concept of risk management is heavily depending on knowledge. Therefore it
can only function in close collaboration with a knowledge management infrastructure.
In the following we will describe the mechanisms of this collaboration and subsequently
describe the core task of knowledge-based risk assessment.

3.1. Interplay Between RM and KM

The correlation between risk and knowledge management is at least threefold. First of
all knowledge of risk is one part of an agent’s beliefs. Thus it can be communicated by
our approach of knowledge management.

Secondly, an agent can use its knowledge of the world to identify risks. From
that point of view—the knowledge-based risk identification view—knowledge is needed
when the agent wants to reason about the possible risks it will face. Without knowledge
risks degrade to a threat, i.e., to some incalculable future state of the world the agent will
tumble into.

And thirdly, the act of communicating knowledge is in itself a risk to the agent be-
cause it can fail in various ways and of course the agent has to incorporate the possibility
of false information into its reasoning about the value of intended information items.

As sketched out in Fig. 1 and mentioned earlier, the first element of the risk man-
agement process is to evaluate each incoming perception as to whether or not it adds
evidence to the beliefs which would make the next decision risky.

3.2. Risk Identification

The initial task and most important prerequisite for successful risk management is its
ability to identify risk and evaluate its potential consequence. Risk identification in an au-
tonomous knowledge-based system can be achieved by matching fractions of the beliefs
with situation patterns.

In the situation analysis phase of an agents deliberation cycle (see Fig. 1) incoming
perceptions are integrated with the current beliefs B. Subsequently the agent generates
a set of options & = (J;c(; 3 {Oi} [©2] = n that are accessible given the current sit-
uvation (for details and a formal specification of this process we refer to recent work by
Timm [25]). Following the formalization each option O; contains a desire and a plan to
achieve it. Furthermore, the agent is able to generate an assumption on a future state of
affairs based on its beliefs which is again part of its beliefs' (referenced as BT). For risk
identification a generalization B of B is created, which contains only those beliefs
that might be affected or are required by the plan. Risk identification will then work on
B9 and the option itself to search for incidents that may impact the execution of O;.

Following the approach presented by Lattner et al. [16] we define a risk pattern as
a formal description of a situation where certain occurrences may be dangerous for the
agent. A risk pattern &2 = (S,x) is defined by a situation description sentence S and a
gravity value . x is a value for the possible outcome of the incident described by that
pattern. A risk pattern is marked as identified if S subsumes B:.

Consider the following simplified example:

!For the sake of simplicity we omit all modal or temporal operators in the following.
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((3x,y,2z agent(x) A carries(x,y) A water(z) A damage(z,y)),0.8)

This pattern expresses the fact that water damages the load an agent carries.This
situation is associated with a gravity of 0.8.

In the next step of risk assessment the agent evaluates all evidences E = {E1, .., E; }
(i.e., beliefs) that lead to a match of the risk pattern according to the degree of uncertainty
it has about each evidence E;. The agent’s attempt to acquire additional knowledge is
then triggered by a threshold on the combined gravity and uncertainty.

3.3. Risk Parameters

To order the acquisition of new knowledge from KM, risk management assigns a param-
eter importance to every item k it requests.

Importance Imp(.A4, k,t) denotes the importance of an agent .A’s intention to obtain the
item of knowledge k£ at time ¢. It is a measure for & to contribute to the achievement
of strategic goals. The parameter value ranges from O (irrelevant) to 1 (maximum
significance).

To determine Imp(.A, k, t), the risk identification process interprets every perception
in E as a belief k that supports a given risk hypothesis. Every belief & is associated with
two probability values which denote the subjective confidence the agent has. In this we
follow the basic idea of the Dempster-Shafer theory of evidence (c.f. [8] or [14]).

Support and plausibility Support Supp(k) for a hypothesis k indicates the probability
mass given to sets of evidence that are enclosed by it. In other words, it gives the
amount of belief that directly supports a given hypothesis. Plausibility Pl(k) is 1
minus the masses given to sets of events whose intersection with the hypothesis
results in an empty set. Again, in other words, it gives an upper bound on the belief
that the hypothesis could possibly happen, i.e., it “could possibly happen” up to
that value, because there was no evidence that would contradict that hypothesis.
Hence Supp(k) = 0 = PIl(k) = 1 denotes total ignorance concerning k.

Based on this support values the agent can express its need for new evidences. More
precisely, it calculates the difference v); = Pl(k;) — Supp(k;) for all relevant facts in its
set of beliefs. Relevant are those facts k; that are present in a risk pattern i.e., in E.

Ignorance factor The ignorance factor 1 = > 1; denotes the agents lack of crisp
knowledge to be able to soundly evaluate the risk in question. Together with a
gravity value x these define the Imp parameter for knowledge management. A first
approach to derive Imp from @ and y is given by Imp =  * .

Gravity value Yy is part of an agents knowledge base. It is tied to the risk pattern and
provides a value for the possible damage caused by the incidence of that risk.
Motivation for this approach is taken from the classical formalization of risk as
function of the occurrence probability of an incident and the severity of its conse-
quence. As a part of the knowledge base  is in itself subject to knowledge man-
agement and can therefore be communicated. The gravity value is considered to be
an a-priori set constant here. We will consider a dynamic gravity function which
includes several factors like e.g. occurrence probability, amount of loss/damage,
damage classification, etc. in an ad-hoc manner.
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Based on a threshold for the ignorance factor ), risk management decides whether
the evidence that is already present in the beliefs is sufficiently crisp to assess the risk
which was identified. If 1) is below the threshold, the option O; is annotated with a risk
value composed from all gravity values assigned to it in E and returned to option selec-
tion (see Fig. 1). If the ignorance is too high to give a concise risk estimation for O,
new evidence is necessary to support or contradict the risk hypothesis. Therefore a re-
quest consisting of the belief that needs to be updated and the importance derived from
ignorance and gravity is sent to KM.

4. Knowledge Management

If the risk management component identifies the need for additional information, knowl-
edge management is invoked as depicted in Fig. 1.

Our approach to knowledge management consists of three main components: con-
ceptual knowledge, roles, and parameters. The conceptual knowledge is represented
as an OWL ontology. For the purpose of our logistic application domain this ontology
includes a representation of the transportation or production network, the basic types of
agents and their properties (e.g., for a vehicle, its average and maximum speed, the types
of routes in the network it can use, and its load capacity), and the properties of ’inactive’
objects, such as highways, depots, etc.

4.1. Roles

In contrast to previous approaches to agent-based knowledge management [28] we do not
presuppose a one-to-one correspondence between agents and knowledge management
functions, such as providing knowledge or brokering knowledge. In our approach these
functions are implemented as roles. A knowledge management role includes certain rea-
soning capabilities, a visibility function on an agent’s beliefs, a deliberation pattern (i.e.,
a plan how to accomplish the KM task), and a communication behavior with interacting
roles. The aim of KM roles is to provide a formal description of KM tasks that eases the
development of agents and reduces computational complexity by means of a minimum
set of processed knowledge and applied reasoning capabilities.

One agent can assume different roles and may change them over time. The minimum
role model includes the roles of a provider offering information and a consumer being
in need of information. The next extension would be a broker mediating between the
two [29]. In [15] we introduced an extended role model of eight roles. It incorporates for
instance a translator between different knowledge representation formalisms.

4.2. Parameters in Knowledge Acquisition

The deliberation pattern of roles is primarily determined by decision parameters as a ra-
tional basis to allow for a design of logical foundations, and for analysis and verifica-
tion of decision processes. Each role has a set of parameters characterizing aspects of
decisions to make. In case of the knowledge consumer role, i.e., the rational process of
selecting an item of knowledge from a set of possible items and their providers, we in-
troduce a set of four decision parameters. Together with importance (see Sec. 3.3) these
are correlated and balanced by an agent during a knowledge transfer process in order to
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reach a rational decision. The parameter set is considered necessary but not definitely
complete. Except for similarity, all parameters are agent-specific, i.e., they need not to
be objective.

Availability Avail(A, k, t) is the probability supposed by agent .4 of an item of knowl-
edge £ to be available from any source at time ¢ in principle. Due to its indepen-
dence of specific sources the parameter does not help chose an appropriate source.
Availability is consulted to select the most intended item of knowledge.”

Cost Cost(A, B, k, t) determines the costs resulting from the knowledge transfer of k
between consumer A and provider B at time ¢. This includes costs arising in the
communication process and possible costs to obtain k as payment to the knowl-
edge provider.

Confidence Conf(A, B, k,t) describes the confidence of the knowledge-consuming
agent A at time ¢ that knowledge-providing agent 3 will answer the request for
the intended item of knowledge k correctly. The parameter value ranges from —1
to 1. —1 means A feels certain that 13 is lying or just has incorrect beliefs, whereas
a confidence of 1 corresponds to absolute confidence in B’s answer. 0 stands for
neutral confidence, i.e., agent A has no clue whether B’s answer will be rather
right or wrong.

Similarity Sim(k, k) denotes the similarity of two items of knowledge % and &’ to com-
pare the intended answer with the one actually obtained. The value ranges from
0 (no similarity) to 1 (exact match). The obtained item &’ may differ in terms of
integrity and accuracy. Integrity concerns missing knowledge, whereas accuracy
concerns deviations, e.g., spatial, temporal, or precision of measurement. The con-
sumer needs to evaluate kind and scale of a potential deviation in order to plan and
execute appropriate actions (intentions) to finally get the knowledge needed. Sim-
ilarity should be calculated based on information provided by the ontology, e.g.,
information on deviations and partonomies of spatial concepts.

The parameters discussed above are closely interrelated and determine the impact of
the knowledge transfer on the behavior of the consuming agent. The first decision is what
knowledge item should be obtained at first. Here the agent tests each item’s importance
(specified by RM) and availability. The availability estimation may be based on back-
ground knowledge and experiences made. Next the provider of the intended knowledge
has to be selected. Influencing decision parameters are cost of transfer and confidence in
the provider. When the transfer is finished the providers answer to the send query is eval-
vated using the similarity function. If similarity is low confidence in the provider will de-
crease or increase otherwise. Thus, successful knowledge transactions with a particular
provider agent will strengthen the connection between the involved agents and increase
the likelihood of future transactions.

If similarity and confidence are too low in relation to the intended item’s importance
the agent may try to get an answer from another agent provided that there is enough
time and money left. The obtained knowledge item is added to the agent’s beliefs if it
is considered credible and valuable. After this KM informs RM of the belief update (cf.
Fig. 1) enabling a more precise risk assessment.

2Figure a case of an information item being extremely useful (in terms of importance) but with little or no
chance of obtaining it, e.g., the winning numbers of tomorrow’s lottery drawing.
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5. Case Study

We now illustrate the RM and KM concepts introduced in the previous two sections using
a simple case study which expands on the logistics examples used so far. Let us assume
the existence of a ramp agent at a dock who is responsible for unloading a shipment of
paper rolls which must be brought to a warehouse on the dock before being transported
to their customers by truck.

What makes this simple scenario interesting for our decision-support framework is
the fact that despite their weight (e.g., a roll typically weighs between 1,000 and 2,000
Ibs.), paper rolls are very sensitive to shock, temperature changes, and moisture, and thus
require special handling and care during loading and transport.

For example, water damage caused by rain during the unloading process or by exces-
sive moisture in the storage rooms (e.g., as a result of a sudden temperature change) can
render all affected rolls unusable. Considering that the cost of a roll ranges from € 1300
to €2000, that delivery schedules are specified down to the desired hour of the day, and
that rolls have to be subjected to weather several times during the unloading process our
scenario represents a very challenging decision problem that requires careful planning
and on-the-fly re-planning by the ramp agent. For example, in case of a severe weather
threat, the ramp agent must decide quickly whether unloading should be interrupted risk-
ing delays in the delivery of rolls to customers as well as additional docking fees for the
ship, or if it should continue, risking damage to some of the rolls.

For the rest of this case study, we will focus on the ramp agent and its decision to
continue the unloading process. Let us assume the ramp agent is represented as an in-
telligent agent .A°. Let us further assume that B(A,t) and I (A, t) represent beliefs and
intentions of agent A at time ¢. For simplicity, we assume that B and [ as well as items
of knowledge (k, k/, etc.) are represented as (sets of) definite clauses. For example, on
the day of this fictitious example, .A has intention 7, “take paper rolls to the warehouse
for quality control and redistribution to the delivery trucks.” Another intention I» could
be to “identify all rolls that do not meet the quality requirements of the recipient before
the rolls leave the warehouse.” These intentions could have been formed by the agent’s
situation analysis given one or more desires. In addition, at the same time ¢, A’s beliefs
contain items k1, “each ship carries approximately 5,000 paper rolls” and k9, “our fork
lift crew can unload a new roll every 60 sec.”, as well as weather-related items such as
ks, “it is late spring and weather conditions change quickly”.

The agent beliefs k4 = “Heavy rain within 20 minutes” with Supp(ks) = 0.2
whereas Pl(k4) = 0.95 such that ¢ = 0.75 which is far to high given that contact with
water will cause a total loss of approx. € 1000 (x might be 0.9 in that case). So the agent
requests a current short term weather forecast with Imp(~ 0.83). Recall that Imp(k) is
the importance RM assigns to a knowledge item k. RM invokes KM with the request to
obtain knowledge item k containing temperature readings, air pressure, wind speed, etc.
for the next 12 hours for the specific geographic location of the port.

Obtaining the needed weather information £ is the task of knowledge management.
It involves the ramp agent A in the role of a knowledge consumer and two weather ser-
vice agents, A1 and A2, in the role of knowledge providers. We assume for simplicity
that A has prior experience about knowledge providers for weather information. Oth-

3In more complex scenarios requiring interactions between the shipment and the personnel on the dock,
individual paper rolls may also be represented as agents.
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erwise, .4 would have to consult a knowledge broker (a different type of role) first. A
intends to add & to its beliefs B(.A), where k is a fully instantiated clause subsumed by
another clause ¢, the query. We further assume that & is not already included in B(.A)
and that k& cannot be inferred from B(.A), given A’s current inferential abilities. In a
knowledge transfer, &’ is part of an informative communicative act directed to .4 by some
other agent, for example, A,,1.

In communicating with A,,; and A2, A learns that there are two weather informa-
tion packages k.1 and ko available with different level of detail and at different cost
to the agent. In order to judge the usefulness of each package (e.g., a package may in-
clude incomplete or inaccurate data), in addition, to the importance value obtained from
RM, A uses the availability, confidence, and cost measures described in Sec. 4 to decide
which of the two weather providers should be used. In our scenario, .A,,; may be a free
Internet weather service with unknown reputation and whose information contains rela-
tively little detail for small regions such as the port where the unloading is going on. On
the other hand A,,2 may be the weather service at the nearby airfield providing highly
detailed weather information for the desired area. .A,,2, which is known for its reliable
data and high availability, requires a fee.

Despite the fact that weather agent .A,,2 requires a fee, A decides to obtain k2 given
the high value for importance (provided by RM), as well as confidence (based on prior
experience with the two weather services). Availability of information does not enter into
the decision-making process at this time since the information was readily available from
both services.

When the requested information from A, arrives, agent A computes the similarity
measure between the intended information k and the actually obtained information k5.
Sim(k, k,,2) is then used to update the confidence measure for A, using the following
rule of thumb: the greater the similarity, the more confidence one has in the service of
the agent and vice versa. In addition to k.2, Sim(k, k,2) will be returned to RM, which
uses it to evaluate the quality of the acquired information. Presumably, if the similarity
is small, RM may decide to continue to request additional information.

Risk management uses the new information k.2 to compute the risk values as fol-
lows. k2 adds new evidence to the beliefs thus Supp(k,) and Pl(k,) can be recalcu-
lated. The new evidence reduces A’s ignorance concerning k4 such that now a risk value
can be assigned to the option for unloading paper rolls and it is forwarded to option
selection.

Finally the agent decides to postpone the unloading, because the new evidence ko
has increased the support of k4 “heavy rain” to 0.7. The option to delay and avoid rain
damage to the rolls has been favored over the option to proceed and avoid any late fees.

In this case study we showed an example for a straightforward invocation of KM
by RM. However, other scenarios are possible. RM could be called by KM as well to
determine the risk of acquiring new knowledge, e.g., lying or ill-informed knowledge
providers.

6. Related Work

In the multiagent literature a variety of decision-making strategies has been described.
Most multiagent systems however employ rather simple decision strategies and concen-
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trate on phenomena emerging from the collaboration and communication mechanisms.
An interesting theoretical approach to decision mechanisms in collectives and complex
systems is presented by Tumer and Wolpert[27].

One of the most important concept for deliberative decision-making in autonomous
agents has been developed by Rao and Georgeff[21] based on the belief-desire-intention
theory of human rational action by Michael Bratman [3]. Kakas and Moraitis consider
argumentation depending on the particular context that the agent finds himself[11].

Previous research on MAS in the logistics domain has put a strong emphasis on
price negotiations and auctions. In these approaches the inter-agent communication of-
ten reduces to bidding (cf., e.g., [31]), or the internal structure is defined by a set of
equations (e.g., [2]). Scholz et al. [22] apply MAS to shop floor logistics in a dynamic
production scenario. It aims at flexible and optimal scheduling of production plans in a
heterogeneous shop floor environment. Hofmann et al. [9] aim at replacing conventional
tracking and tracing in the logistics domain based on sending (i.e. pushing) EDIFACT
messages by an agent-based pull mechanism. Smirnov et al. [24] present a prototype of a
multiagent community implementation and a constraint-based protocol designed for the
agents’ negotiation in a collaborative environment.

According to Dieng-Kuntz and Matta [5] “Knowledge Management [...] aims at
capturing explicit and tacit knowledge [...] in order to facilitate its access, sharing out
and reuse.” This rather organization-centered view can be applied to information tech-
nology (IT) as supplementary technology (cf. e.g. [19]) as well as to KM within pure IT
driven systems like the autonomous logistics scenario we proposed in this paper. Agent-
based or agent-mediated knowledge management (cf. [28], [29]) is a relatively young but
currently very active field of research. Van Elst et al. [29] give a comprehensive overview
of approaches, that use agent concepts for knowledge management. They hereby dis-
tinguish three areas: single agent systems, homogeneous MAS and heterogeneous or
society-oriented MAS. Single agent approaches to KM usually are personal assistants
like the well-known seminal works by Maes and Henry Lieberman [17], the anticipatory
knowledge mediator “Watson” [4], and others. [20] explore how cognitive agents can
be used to design systems that implement their vision of knowledge management and
that in particular support the knowledge management processes in social, organizational
and individual dimension. Our proposed approach employs deliberative agents for which
Timm [25] introduces a formal model.

Serafini and Tamilin [23] use a P2P architecture to define a sound and complete al-
gorithm for global subsumptions based on local knowledge. Borgida and Serafini [1] in-
vestigate the issue of integration of information from multiple sources in a cooperative
information system.

Risk assessment as scientific topic is basically known from management science, fi-
nance, environmentalism and health care. Therefore a number of methodologies for orga-
nizational risk identification and management can be found in the literature [7,26]. Risk
identification is thereby described as the ongoing risk management task of identifying
the significant risks to the success of an endeavor. All proposed techniques are of organi-
zational nature, i.e. checklists of risks and their factors, brainstorming of risks and their
factors, cross functional teams, interviews with stakeholders and domain experts, etc. In
the later literature much attention is paid to software engineering risk management (cf.,
e.g., [13]) which tends to adapt existing methodologies to the special needs of software
development projects.
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An upcoming field is the development of computer-based tools to assist in the risk
management process. Zoysa and Russell [32] give a thorough overview on “computer-
ized knowledge-based methodologies [. .. ] to capture and reuse risk-related knowledge”.
An additional interesting approach which fits in this category is proposed by Kim [12].

Explicit, knowledge-based risk identification based solely on autonomously acquired
data (in contrast to specific software-guided user input), i.e., a fully automated knowl-
edge-based risk management system, has not yet been proposed in the considered litera-
ture.

7. Status and Conclusion

We have described our conceptual framework for enabling autonomous decision-making
in agents. Our approach, which integrates risk and knowledge management, allows an
agent to evaluate decisions/options based on the likelihood of certain beliefs that the
agent uses as supporting evidence. In case, the supporting evidence is weak, i.e., below a
certain threshold, or even missing, knowledge management attempts to provide the miss-
ing information. Instead of a centralized knowledge repository, our role-based approach
supports a highly distributed knowledge base in which each agent manages a fraction of
the knowledge needed by the entire system. Our approach also addresses the fact that the
desired knowledge is often highly dynamic, context-sensitive, incomplete, or uncertain.
Thus the integration of risk and knowledge management enable context-based, situation-
aware decision-making, which in turn supports autonomous, self-managing behavior of
the agents.

7.1. Benefits and Contributions

The approach described in this paper has the following three important benefits: (1) Our
approach augments agent deliberation with sophisticated decision-making capabilities
not found in current architectures. (2) By using risk management to also support the ac-
quisition of knowledge, our approach is better equipped to manage the highly dynamic,
context-sensitive, and uncertain information needed to make autonomous decisions in re-
alistic environments. This is of particular importance, since we do not presuppose benev-
olent behaviour. (3) Our role-based knowledge management enables the distribution of
knowledge and knowledge management functionality which eliminates the need for a
centralized knowledge repository. On the other hand, it provides the necessary flexibility
to allow existing KM infrastructure to co-exist with our approach.

As such we expect that our project will not only contribute to a better understanding
of the use of autonomous agents in the logistic domain but also provide new theories and
algorithms for the efficient management of risk and knowledge in large-scale multiagent
systems. Other important contributions include the development of a formal representa-
tion that is powerful enough to represent agents, their roles, and the underlying decision-
support mechanism, as well as an efficient implementation of agents to allow experimen-
tal validation of the accuracy, precision, and promptness of autonomous decision-making
in complex and dynamic environments.
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7.2. Plans for Prototype Development

We have conducted an initial feasibility study of the concepts proposed here using a sim-
plified model of our logistic scenario. We are currently developing a proof-of-concept
prototype system to help validate our approach.

Specifically, we are developing a distributed multiagent system based on the FIPA
compliant agent platform JADE.* This platform is aimed to be a testbed for various ap-
plications of autonomous agents in logistic scenarios. Basically those scenarios consist
of a number of active objects modeled as agents and a traffic network of nodes and edges.
For example, agents could model packages to be shipped as well as trucks, that want to
maximize their utilization. Nodes may be logistic sources and sinks, or traffic junctions.
Edges represent roads, railroads, waterways and the like that connect nodes. Manually or
stochastically triggered world events, e.g., a traffic jam or a breakdown of a truck, force
agents to reconsider their plans.

The case study in Sec. 5 serves as our starting point for describing knowledge man-
agement needs in the logistics domain.

In order to make use of such a scenario in our prototype, we defined a logistics
ontology which forms a common ground for all KM-related tasks within the simulated
world. Currently, the agents in our prototype are already able to exchange knowledge in
a rudimentary way. The proposed decision-support system will be realized as part of an
agent’s behavior. Knowledge management roles follow from agent communication that
will be specified as FIPA interaction protocols for each interacting role pair.

We will use the prototype as a means for validating whether (1) our set of decision
parameters is complete and minimal; (2) the assessment of risk can enhance the delib-
eration cycle; (3) our approach to distributed knowledge management is robust; and (4)
the use of roles will reduce the computational costs of reasoning within the agents. Our
long term objective is to evaluate possibilities and limitations of autonomy in logistics.
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