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Abstract. Designing user interfaces for ubiquitous computing applications is a
challenging task. In this paper we discuss how to build intelligent interfaces.
The foundations are usability principles that are valid on very general levels.
We present a number of established methods for the design process that can
help to meet these principle requirements. In particular participatory and iterative
so-called human centered approaches are important for interfaces in ubiquitous
computing. In particular the question how to make interactional interfaces more
intelligent is not trivial and there are multiple approaches to enhance either the in-
telligence of the system or that of the user. Novel interface approaches, presented
herein, follow the idea of embodied interaction and put particular emphasis on
the situated use of a system and the mental models humans develop in context.

1 Introduction

It is well known that user interfaces for computational devices can constitute a challeng-
ing matter for both their users and their designers [1, 15]. By definition an interface is at
the boundary of two entities, which - in the case of user interfaces lies between humans
and machines while other interfaces lie, for instance, between networks and computers.
In ubiquitous and pervasive computing scenarios [33], we face the problem, that there
might be no clear boundaries any more. Computers are truly no longer visible at the end
and they can disappear from the user’s conscious perception. We will, therefore, face
the challenge to build an interface for something that is rather shapeless and invisible.
Thereby traditional means of employing affordances [20] may no longer apply and the
critical notions of context-awareness and situated interaction come into play.

Generally speaking, new forms of enabling meaningful and felicitous interactions
in dynamically changing contexts have to be found. A specific proposal for an alterna-
tive form of interaction - motivated by the shortcomings of so-called representational
approaches for including context - has been put forward under the heading of interac-
tional approaches to context [7]. In short, this approach - situated itself in the embodied
interaction framework [4] - seeks to employ the interface to enable the user to make in-
telligent decisions, rather than relying on the system to make a decision. This particular
way of fleshing out the principles of embodied interaction, however, is thwarted in the
ubiquitous computing scenario introduced above where that option is no longer viable
or - in a manner of speaking - has disappeared together with the interface itself.



In this work, we will propose an alternative solution that provides an extendable
combination of representational and interactional instruments in an embodied interac-
tion approach viable for everyday computing. While prototype implementations exists
[18] together with a range of prior work and experimental studies, the focus of this work
is not to describe a specific technical realization or evaluation thereof, but to flesh out
the principles for designing computational blueprints for approaches that are based on
the awareness of the shortcomings of prior approaches as well as on the contributions
that come from ethnomethodological and psychological considerations [27, 9].

In the following, we will go in more detail through these principles and will intro-
duce some general approaches for designing user interfaces. We will see that we one
learn from interface design for other - classical - scenarios, and still apply many of
those user interface design principles for ubiquitous computing as well. A central as-
pect thereby is design process that helps to find the right sequence of steps in building
a good user interface. After discussing these general aspects of user interface design
we will focus on the specific needs for fleshing out embodied interaction in ubiquitous
computing scenarios and finally on how to build intelligent user interfaces - or to put
it the other way around - to circumvent interfaces that do not facilitate efficient and
felicitous interaction.

2 Prior Art

The design of a good user interface is an art, which has been ignored for a long time in
the information and communication business. Frequently developers implemented what
they thought useful and assumed it to be beneficial for the respective users. However,
most users are not software developers and their way of interacting with technology can
differ radically. The result is technology that despite its functionality is intuitively us-
able only for a small group of people. For others it can be highly inefficient, frustrating
or even unusable. Some of the highlights of this dilemma can be found in the commu-
nication with the user when something goes wrong. Error messages notifying the user
often are of use for the developer, e.g. to help in his efforts in debugging the system, but
frequently a user will not be able to understand what happened.

In contrast, today usability plays an important role and many systems are designed
with more consideration for intuitive and (fail)safe usage. On the one hand this is due to
obligations concerning accessibility, but also due to the fact that many systems do not
differ greatly in functionality and technical detail and vendors have to diversify their
products mainly in terms of their look and feel. There exists now a wealth of empirical
methods, tools, and guidelines, which all help to develop good user interfaces [28, 25,
6]. However, there is not one single recipe whose application guarantees perfect results.
One essence of usability engineering - in all cases - is to work iteratively in order to
achieve the goal of better usability.

Consequently, much prior work on iterative and agile development still applies for
designing intelligent user interfaces for ubiquitous computing, while they are also valid
for other user interfaces such as visible web- or desktop interfaces. The general process
of human-centered design could even be applied for products such as machines, appli-
ances and other artifacts [19]. As a matter of fact, one can see this as a truly generic



process. With this perspective good usability is a property that is generic featuring simi-
lar design processes for multiple domains which aligns perfectly with the way in which
ubiquitous computing seeks to integrate everyday computing into the objects of our nor-
mal life. From this point of view, then, usability engineering and ubiquitous computing
are both concerned with the usability of everyday things, whether they be soft (digital)
or hard (physical) components of the intertwined ecosystem.

As a result, from its very beginning on ubiquitous computing had usability in its
focus. Mark Weiser’s idea of ubiquitous computing encompasses invisible interfaces
that are so naturally usable that they literally become invisible for the users conscious
perception [34]. This notion is expressed by the philosophers Martin Heidegger and hos
student Georg Gadamer who called such an interaction with things that we use without
conscious awareness things that are ready-to-hand or at our horizon [13]. In this phe-
nomenologist view, the meaning of the things is actually derived from our interaction
with them. Such a view on interactive artifacts can be adopted in ubiquitous computing
and is closely related to the notion of embodiment [5, 7, 12]. This is a fundamental shift
from the classical positivist approach that was taken in computational systems. Specif-
ically, this shift goes from modeling the real world via simplifying abstractions to an
embodied approach that puts the users and their context at the heart of the matter.

The shift from classical positivist approaches to interactional phenomenologistic
approaches is pertinent for finding suitable new forms of interfaces for ubiquitous com-
puting. This is case on the one hand if applications of ubiquitous computing are to be
used in rich dynamic real-world settings - as opposed to poorer closed world settings
which feature one or a specific number of contexts and all other contexts have been
abstracted away, usually in an implicit manner [22] - then, as a consequence, the way in
which meaning is afforded for the user will, in fact, evolve in the course of action. But
also if applications of ubiquitous computing should become natural extensions of our
physical abilities, they must be designed such that they do not need more conscious in-
terference from their users than other natural embodied forms of interaction. Please note
that this notion of being invisible does not necessarily imply not there, but rather present
without requiring conscious interaction with the form, but rather natural employment
of the form as one finds it in language-based interactions among human interlocutors.

The common examples for interacting with physical objects employ our body parts.
When we grasp a coffee cup, we just take it and we do not think and plan how to make
our hand grasp the handle and to make our arm to bring the hand there. In this sense,
the arm and hand are invisible but also very present. Thus, speaking of interfaces for
ubiquitous computing as being invisible or computers that are disappearing we actually
speak of things that are present and ready-to-hand. As a result, ubiquitous computing
artifacts that one interacts with might not be visible as computers or components. Hu-
mans have economical models how things works that are internalized to such a degree
that we do not have to think about them, unless we do so professionally [14]. As stated
above, these so-called mental models of how things work play an important role in de-
signing good user interfaces as well as in designing other everyday things [19, 20]. Don
Norman emphasizes that providing a good design comes down to providing the follow-
ing mappings in an adequate manner: the design model must be mapped to the system



image, the users must be able to map their mental model(s) to the system which must
allow the user to map its image to the users’ models.

The question is now, how can a system image support the appropriate user’s mental
model. The answer - with the notion of embodiment in mind - must bring the meaning
of things into the things themselves - thereby enabling a user to derive the meaning of
something from the interaction with it, for example, via its appearance that signals some
properties indicating how to use it. This, of course, brings up the central notion of affor-
dance again where the idea of affordances now is to bring knowledge into the world and
interface instead of having it in the mind, e.g. remembering a sequence of commands
or button presses or what to do with chairs. Many usable things in our environment let
us know by their physical appearance how to use them. A chair, for instance, does not
need a label, manual or instructions on how to sit on it. We just see and know that it can
serve as a chair in this context because we know what we can do with it, enabled via
embodied simulations that run on the respective mental models.

Consequently, this notion of affordances has been adopted in the form of virtual
affordances for computer interfaces and numerous metaphors on our computer screens
signal functionalities, e.g., mouse pointers and scrollbars. With the advent of ubiqui-
tous computing, an affordance becomes again more literally a property attached to the
physical properties of things. Not surprisingly, therefore, many ubiquitous computing
objects include tactile interfaces or objects with both physical and virtual properties.

3 Principles of Embodied Interaction for Ubiquitous Computing

There are a number of consequences following from assuming this perspective and
line of argumentation for fleshing out embodied interaction principles for ubiquitous
computing [15]:

– Support mental models - humans employ mental models to understand and to pre-
dict how things react to their actions. The system image should support such mental
models and make it therefore understandable and usable;

– Respect cognitive economy - humans re-use their mental models and if well-established
mental models for similar things exist then they constitute a good basis for provid-
ing a means to understand what a new artifact could afford;

– Make things visible and transparent - in order to understand the state of an object
it should be obvious what is going on at the appropriate level of granularity, e.g.,
both containers and folders can indicate how loaded they are;

– Design for errors - mappings between the users’ models and the systems sometimes
fail and many human errors are, in fact, mapping errors. Therefore, systems must
assist users in finding a solution for their task even if something went wrong, for
which there are a number of techniques, e.g., allowing undo-actions or checks;

– Internal and external consistency - things within an application should work con-
sistently, for instance, pushing a certain type of button, e.g. a specifically colored
one, always carries some consistent signal. As a common example the color red
has been conventionalized in our culture for denoting stops, which is also pertinent
for external consistency where expectations users may have from usage of other



applications, i.e. if we add some ubiquitous computing technology to an artifact,
e.g. when turning a normal cup into a smart cup, a user will still expect the artifact
to retain its normal function(s), or expect the cup to work also as a cup.

Additionally, for the case of our invisible interface forms, where some set of (in-
ter)actions are afforded by the environment that has been instrumented by means of
ubiquitous computing technologies. As specified above this instrumentation should only
add new affordances or augment - or extend - already existing affordances without ob-
scuring or disabling them. Situated interaction in such an environment becomes feasible
by means of situational awareness and corresponding contextual computing approaches.

It has been pointed out that current implementations of context-dependency or context-
awareness in computational systems follow an almost standardized path [7]. Firstly, a
set of possible environmental states of contextually relevant parameters are defined;
then, rules are implemented that try to match sensory inputs to one of the given states
during runtime. Within these types of applications context-awareness is fundamentally
provided by such matching processes and context itself is represented by the predefined
and stored set of environmental settings.

Hereby it is not only difficult to determining the appropriate settings or states of
the pertinent parameters, but also the fundamental problem of this approach to con-
textual computing hinges of the question of how one can pre-compile all the settings
and parameters that may become pertinent in advance. When applications of ubiquitous
computing are to be used in the aforementioned rich dynamic real-world settings - it be-
comes impossible to define these settings and parameters based solely on past research,
surveys, testing, own experience, and on the purpose of the particular system alone.

Correspondingly, given versatile form instruments, as applied in multimodal sys-
tems [32, 16] it becomes virtually impossible to predict all the possible input and the
corresponding contextual dependencies on which their interpretation might hinge. But
even in seemingly less murky waters human behavior can hardly be predicted as pointed
out frequently by the example of cell phone use as watches, alarm clocks, flash-lights
or short message terminals. These examples show that people may use and interact with
technology in unexpected ways. This reveals a fundamental problem of implementing a
predefined set of settings as such approaches will inevitably not scale to cover possible
interactions and behavior that will occur or evolve in future. One reason for this prob-
lem is that context has been approached as a representational problem by assuming the
following properties of context [8]:

– context is a form of information, i.e. context is seen as something that can be
known, represented and encoded in software systems;

– context is delineable, i.e. it is thought to be possible to define what counts as context
for a specific application in advance,

– context is stable, i.e. while context may vary from application to application, it does
not vary from instance to instance of an interaction with an application;

– context and activity is separable, i.e. context is taken to describe features of the
environment within which an activity takes place but the elements of the activity
do not belong to context itself.



So far we presented a number of techniques for building good interfaces. We also
saw how the view of embodied interaction can be used as a paradigm for ubiquitous
computing. In general, a technical solution can be called intelligent for two reasons:

(i) there is some built-in intelligent computation that solves some otherwise unsolvable
problem;

(ii) using the system, a user can solve an otherwise unsolvable problem, even though
the system itself does not actually do anything intelligent.

Suppose that calculating the logarithm of a number is a hard problem for a human,
then a calculator is a good example for case (i) and an abacus would be an example for
(ii). The calculator solves the problem for the human and the abacus empowers users to
solve the problem on their own. It has also been pointed out that the classical approach
of artificial intelligence is a rationalist one and according to this approach a system
should model the knowledge that human experts have and thus emulate human intelli-
gence. In this sense, the intelligence moves from the user to the system. This approach
is valid for many cases, e.g., if expert knowledge is rare and non-experts should also
be able to work with a system. As discussed above, the interactional approach seeks
to make the interaction more intelligent. This fits to many new trends in artificial in-
telligence where embodied intelligence is viewed as a property that emerges from the
interaction of an intelligent agent with the environment.

In this view, even communities of simple and light-weight agents can cooperate to
perform intelligent behavior and can produce emergent interaction forms without full
reflective and conscious knowledge of the world [29, 30]. Also from this perspective
all of the above-mentioned material already describes how to build an intelligent ubiq-
uitous interface. Because the processes for designing human-centered systems are just
the right techniques for designing intelligent interactive systems, we already defined to
an extend how to build intelligent user interfaces. Instead of leaving all intelligence to
either the system, the user or the interaction, we can also try to get the best of all worlds
and combine these techniques to a cooperative system where both the system and the
user cooperate with their knowledge on solving some tasks supported by intelligent
interaction techniques.

4 Concluding Remarks

In the sense discussed above, we can make the system more intelligent by enabling the
system, the interaction and the user to find appropriate forms, mappings and functions
in a cooperative context-adaptive manner. Intelligent user interfaces techniques exist
for implementing such a blueprint adhering to the outlined principles. More principled
techniques can also now be used to put more knowledge and reasoning into the system.
Besides state of the art methods such as data bases, expert systems, heuristic search
and planning, a number of more recent developments have caught a lot of interest by
researchers and practitioners in the field. Especially the development of foundational
infrastructures [17], dedicated and re-usable design patters [10] for modeling world
knowledge in formal ontologies make it feasible to describe not only ground domain



models, but also contextually reified descriptive models without resorting to higher log-
ics [11]. Semantic technologies and formal models of world knowledge, therefore, had
a great renaissance in the last couple of years. In context of the Semantic Web project
[3], ontologies have been established as a standard method for capturing complex rela-
tions of objects and events in the world. Ontologies have also been successfully used in
user interfaces in order to give the system a better understanding on the domain of an
interaction and for understanding contextual information supplied by web services and
wrapped sensors [21].

In terms of implementing a more interactional context-adaptivity that includes user
and situation as well as prior interactions in addition to ground and pragmatic models of
the domain at hand [24] several viable and more dynamic representational approaches
have been forthcoming [23]. Hereby, among the costs of enabling interactional context-
adaptivity is that the formal notion of correctness is replaced by one of plausibility. As
we have discussed context plays a central in ubiquitous computing. Context-dependent
user interfaces can greatly enhance the usability of these systems. However, context can
also be challenging because it can depend on a huge number of parameters and it is still
hard to acquire the needed formalization of the meaning of contexts and to learn the
relations between descriptive and ground entities autonomously. To remedy this new
approaches, e.g. in the form of human computation [2], can be applied [31], as well as
so-called category games [26].
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