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Environmental Monitoring Aware Routing in
Wireless Sensor Networks
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Gorg

Abstract Wireless Sensor Networks (WSNs) are designed for many wramifand
surveillance tasks. A typical scenario category is the Gi¥¢SNs for disaster detec-
tion in environmental scenarios. In disasters such astfires, volcano outbreaks
or flood disasters, the monitored events have the potentidstroy the sensor de-
vices themselves. This has implications for the netwoskilifie, performance and
robustness. While a fairly large body of work addressinginguin WSNs exists,
little attention has been paid to the aspect of node failaeesed by the sensed
phenomenon itself. This contribution presents a routinghoe that is aware of
the node’s destruction threat and adapts the routes acghydbefore node failure
results in broken routes, delay and power consuming roedigsevery. The perfor-
mance of the presented routing scheme is evaluated and cedpaAODV based
routing in the same scenario.

1 Introduction

The majority of wireless sensor network applications asggieed to monitor events
or phenomena, that is the temperature in a room, the huniidéyarticular space,
the level of contaminants in a lake, the moisture of soil ineddfietc. A specific

monitoring application for wireless sensor networks is itaing of areas which

are of risk of geological, environmental or other disastéssamples of such dis-
asters are natural events such as floods, volcano outbfeedst, fires, avalanches,
and industrial accidents such as leakages of harmful cledsnic
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These disasters have one aspect in common, that they althEaotential to
destroy the very sensor nodes that are monitoring the ardatezt the desaster
events. This means that sensor nodes are not availableudngamf data anymore
once they have detected the event, e.g. they have burnedias fire for example,
and therefore routes have to be changed or re-discoverethji to these changed
conditions.

However, most existing routing protocols consider thdilife of a sensor node
as being dependent only on the energy resources of the nede node is assumed
to only fail when the battery is depleted. Well known routimgtocols such as
LEACH [4], PEGASIS [5], TEEN [6], Directed Diffusion [8], IR [7], Maximum
Lifetime Energy Routing [10], and Maximum Lifetime Data @ating [9], all fo-
cus on energy as the primary objective to making routinggieass. While energy
conservation is critical for wireless sensor networks tratdeployed in the envi-
ronment, it is not always the best approach in particularnvensing hazardous
phenomena.

Here we present EMA (Environmental Monitoring Aware) rogti a routing
method that is “context-aware” in the sense that it adapt®itting tables based on
the iminent failure threat due to the sensed phenomenorie\V#MA also attempts
to be power efficient, it proactively avoids route breakssealiby the disaster-
induced node failures and thus increasing network reltgblh order to evaluate
EMA routing, we have simulated a forest fire scenario witmrGPNET simulation
model and compared results with standard AODV based rousimgulation results
show that the proposed approach results in a more resil@wnonk and lower end-
to-end delays compared to other well known protocols.

The remainder of the paper is structured as follows; relaterk is presented
in section 2, the proposed routing algorithm is describedeation 3. Section 4
introduces the disaster scenario, which we have introdt@estaluate the routing
algorithm. The simulation setup and results are shown itigeb and discussed in
section 6. The paper ends with a conclusion and outlook Hsee.

2 Related Work

Routing protocols that consider the “context”, include 8ensor Context-Aware
Routing protocol (SCAR) [11] which utilizes movement andaerce predictions
for the selection of the data forwarding direction withineasor network. It is an
adaptation of the Context-Aware Routing protocol (CAR)][i® wireless sensor
networks. In SCAR, each node evaluates its connectivitigcation with sinks and
remaining energy resources. Based on the history of theseneters, a forecast is
made and the forecasted values are combined into a delivalopbpility for data de-
livery to a sink. Information about this delivery probabjland the available buffer
space is periodically exchanged with the neighbor nodesh Bade keeps an or-
dered list of neighbors sorted by the delivery probabilit4hen data are to be sent,
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they are multicasted to the first R nodes in the list, thusadtipfy multiple paths to
increase the reliability of delivery.

Energy and Mobility-aware Geographical Multipath RoutiftgM-GMR) [13]
is a routing scheme for wireless sensor networks that cosshtimree context at-
tributes: relative distance to a sink, remaining batteryacity and mobility of a
node. The mobility is only used in a scalar form indicating #peed, but not the
direction of movement. Each of the three context attribig@sapped to three fuzzy
levels (low, moderate, high), leading to a total 6327 fuzzy logic rules. The re-
sult of these rules - the probability that the node will bectdd as forwarding node
- is a fuzzy set with 5 levels: Very weak, weak, moderate rgjroery strong. Each
node maintains a neighbor list which is sorted by these 3dgwed it chooses the
topmost M nodes as possible forwarding nodes from the lis&nTit sends a route
notification (RN) to these nodes requesting whether thegeaiable. Upon receipt
of a positive reply, the data is sent.

The protocols discussed above utilize context attributeb as relative position,
remaining energy, mobility or connectivity to make routidgcisions. While the
algorithm proposed in this paper also uses different camtitibutes, it extends the
current work in the lietrature in that it uses measuremeh#e@xternal influence,
the phenomenon the nodes sense, to adapt the routes toadxteeats.

3 Proposed routing method

The intention of the work reported in this paper is to createwting method that
can adapt to external node threats, the very threats thaearg sensed/monitored.
The node’s health, affected by the sensed phenomenon,isdbierelevant routing
criterion here. Additionally, there have to be criteriatthldow efficient routing when
all nodes are equally healthy. These are parameters theatedhe connectivity and
the direction to the destination.

Based on these requirements, the parameters used as rotténz in the pro-
posed EMA approach are the health status, the RSSI (Rec8igedl Strength
Indicator) and the hop count of the respective route.

The health status is defined to be a value between 0 and 1000vaiging the
worst and 100 the best health. If the node’s temperaturdasvieelower threshold,
the health status is 100, if it is (or has been) above an uppeslttold, the health
status is 0, indicating that the node is likely to fail witlaivery short period of time.
Between the two thresholds, the health is linearly dependerihe temperature.
This setting clearly is a simplified one, but the main focushi$ work is not an
elaborated modelling of the nodes’ health with respectrpirature.
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3.1 Route update signaling

The sink initiates route updates in the network by sendirtgadaeacon. Thisink
beaconcontains information about the sink’s health and a hop cotiit A sensor
node which receives a sink beacon determines the RSSI arataspdn internal
sink tablewith the new information, including the measured RSSI valu¢hen
increases the hop count by 1 and compares its own health toethiéh value in
the received beacon. The lower of these two health valuegtisifo the beacon so
that the beacon contains the lowest health value on the.ra@dtitionally, the RSSI
value is added to the beacon so that a quality indicationeptth is available for
the next nodes. After these changes, the beacon is rebsiadca

The rebroadcast beacoms{ghbor beacorjscan then be received by nodes that
are not in direct communication range of the sink. Upon igoefi a neighbor bea-
con, the node compares the currentinformation about hd2881 and hop count to
the information it might already have about the sendingmeig node and updates
its internalneighbor tableaccordingly. Then it elects its best neighbor node. If there
is a change related to the best neighbor, the beacon is ddasiawith updated
health, RSSI and hop count information. A “change relatethéobest neighbor”
actually means that one of the following conditions is fiéfil:

e anew best neighbor is elected,
e anew beacon was received from the current best neighbor.

If there is no change related to the elected best neighbmnefghbor beacon is not
rebroadcast to save energy and to reduce network load. Adeawvons from the
current best neighbor are always forwarded, new sensorsrthdé are joining the

network can easily be integrated as there are beacons ngaegdularly. To avoid

that the death of a best neighbor remains undiscovered,etitms defined after
which a neighbor table entry becomes invalid. In the casetwheout, a new best
neighbor is elected.

3.2 Best neighbor election

The node sorts both its neighbor table and its sink tablerdouy to a weighted
multiplicative metric. The general form of this metric is

N
M= l](f&,i(pi)) (1)

wherep; is parameter i ands; is a shaping function that mags to an interval
[0,1]. In the case of the neighbor table, the parameters are tfib hib@ hop count
and the RSSI. For these parameters, the following settirge applied:



Environmental Monitoring Aware Routing in Wireless Senli@tworks 5

e Thehealth is a parameter which, as stated before, is defined betweeth D0&h
a good health is preferable. Therefore, a linear downsgatiwiding by 100, can
be used for this criterion.

e The hop count can be any non-negative integer value. As low hop counts are
preferable, the shaping function should have its maximurhdg count 0 and be
0 for an infinite hop count. A negative exponential shapingcfion was chosen
here.

e the RSS| valueis given in dBW, and as long as the transmission power of the
nodes is below 1 W (which is usually the case in wireless semstwvorks), the
RSSI always has a negative value. A high RSSI is preferalvke Aide shaping
function chosen here is a positive exponential functioapaed to the usual value
range of the RSSI.

The complete metric used here is

RSSI

_ her:ll'[h>’< e—hopcount, (RES! (2)

100

For the sorting of the sink table, the metric does not use tedount, as it is
always the same for a direct link to a sink. The health and R&Sused in the same
manner as for the neighbor table.

The best neighbor selection then works as follows:

e If sinksarein communication range, the best sink is elected as best neighbor
node, thus using direct communication to the sink whenéisiig possible.

e If nosink isin communication range, a neighbor node has to act as a multi-hop
relay towards the sink. In this case, best node from the ibeigtable is elected.

3.3 Sensor data transmission

Whenever a sensor node has data to send, communication sinthtakes place
on a hop-by-hop basis. The sending node looks up the curesttieighbor node
in the neighbor table and forwards its data to that node. Ekeiving node then
does the same, and in this way the data packets travel thtbegtetwork until they
reach the destination. Acknowledgments are also transthéttcording to this hop-
by-hop forwarding: there are no end-to-end acknowledgmént instead there are
acknowledgments on each hop. This is sufficient for most@warstwork scenarios
where end-to-end acknowledged transmissions are notresiuf an application
relies on end-to-end acknowledgements, e.g. to fulfill Gafsirements, there has to
be an additional end-to-end acknowledgement support,wdgald be provided by
only acknowledging a transmission if the subsequent hopéeas acknowledged. In
this case, however, acknowledgment timeouts have to bendim@ed according to
the expected maximum hop count in the sensor network. Indiest fire scenario,
end-to-end acknowledgements do not increase reliability.



6 Bernd-Ludwig Wenning and Dirk Pesch and Andreas Timm-&iel Carmelita Gorg

4 Scenario description

The proposed routing scheme is studied within a forest fea&Go. A wireless sen-
sor network is assumed to be deployed in a forest area, wétbage station being
connected to a wireless wide area network and receivingghgos measurements.
All other nodes are identical in that they each have the samsiisy, computation
and communication capabilities. Temperature sensing aarthese capabilities.

Within the simulated area, a fire is breaking out and sprepdirer the map.
When the fire reaches a sensor node, its temperature willllyapicrease and
quickly lead to a terminal node failure.
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Fig. 1 Scenario Layout

Figure 1 depicts the scenario we studied in the work repdreeel. The simulated
area has a size of 10 km x 10 km. The node in the lower right covhieh is labeled
“sink_0" is the base station, the 20 small nodes are the deployesdiseades. As it
can be seen, the fire breakout is exactly at the center of &ze ar

In the simulation, we consider that the forest fire breaks3@ugeconds after the
simulation start. To avoid an unrealistic, circular spreédhe fire, but still keep-
ing the scenario simple, an elliptical spread is assumeld avispreading speed of
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1 m/s on the minor axis and 2 m/s on major axis of the ellipse. dllipse’s angle
(in radians) with respect to the coordinate system is 0.%. rEd shape visualizes
the ellipse’s angle and the ratio between the major and n@res. When the ex-
panding fire ellipse reaches a node, its temperature ineseapidly. The maximum
temperature a node can withstand is set to 130 degrees §eldien the value is
above this threshold, the node dies (which means it is carlgldeactivated in the
simulation).

The nodes measure the temperature every 15 seconds anditrédmesobtained
values to the base station as input into a forest fire deteeigorithm and fire
fighter alerting. We have modelled an individual startimgeifor a nodes’ first mea-
surement to avoid effects caused by synchronous tranemssesf all nodes. As the
temperature might not be the only data that a node is senifiagneasured values
are part of a data packet of 1 kBit size. This means each nddgnismitting 1 kBit
every 15 seconds, resulting in an overall rate of generadéalat all nodes of 1.33
kBit/s or 1.33 packets/s.

The transmission power, which is equal for all nodes in tlemado, is chosen so
that multiple hops are required to reach the sink. Only the h@des that are closest
to the sink are in direct communication range with it.

5 Computer Simulation

The simulations for the evaluation of the proposed routimghad were performed
using the network simulator OPNET [3] with the simulatioydat described in
the previous section of this paper. The MAC (Medium Accesst@d) and PHY
(Physical) layers in the node model are based on the Oper2fiBplementation
(version 1.0) of the 802.15.4 stack. Different from the oréd Open-ZB model,
the MAC layer was modified to support an ad-hoc mode with utesilcCSMA/CA
instead of the original PAN-coordinated mode.

We simulated the scenario for one hour in order to reach istitat equilibrium.
Several statistics were collected and are shown in thedollg. For comparison, the
same scenario was simulated using AODV (Ad-hoc On-demasthiie Vector)
[1] as the routing method. Here, the existing AODV implenagion of OPNET's
wireless module was used and the PHY and MAC layers were aeplwith the
802.15.4 layers.

Figure 2 shows the temperature at sensor node 1, a node tlagied close
to the fire breakout location. It can be clearly seen thateéhgperature, which ini-
tially varies around a constant value (20 degrees Celsngsgases quickly when
the fire reaches the node. Within a short time, the maximunpésature threshold
is reached and the node dies.

This temperature graph is shown to illustrate the conditibie nodes experience
when the fire reaches them. Real temperature curves mightehsmoother nature,
which would make it even easier for a health-aware routirgqmol to adapt to the
changing conditions.
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Fig. 2 Temperature at sensor node 1

Figure 3 shows the packet reception statistics from theviddal sources (sensor
nodes) at the sink. The values on the ordinate are the IDeafe¢hsor nodes. Each
blue cross marks the reception of an individual packet flioarespective source at
the sink. A continuous incoming flow of data from each nodeisible (although
the interarrival times vary in some cases). The flow of daipstaibruptly when the
node dies.
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Fig. 3 Incoming packet flows at the sink

The death of nodes leads to less data traffic being genenateleing received
at the sink. This can be seen in the packet generation angti@eceaates shown
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in Figure 4. The blue curve shows the generation rate, thecuede shows the

reception rate. It has to be noted that both curves show rgawerage values in
a 250 s time window, so that the curves are smoother and tfexatite between

generation and reception is more visible. For comparis@packet generation and
reception rates were also measured in the AODV simulatiodreaa shown in 5.
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Fig. 4 Traffic generated and received at the sink in packets/s (Edd#ing)

One more performance measure that was recorded in the siomslavas the
end-to-end delays. These were not recorded for each soodm separately, but
across all source nodes. The results for both routing mestbad be seen in Figure
6 with the crosses marking the AODV end-to-end delays anditi® marking the
delays for EMA. Each cross or dot represents the receptian afdividual packet.

6 Discussion

The EMA algorithm performs as intended - as can be seen inr&Ruas the traffic
of all sensor nodes reaches the sink, and the inflow of dateefmcontinues until
sensor nodes die. As Figure 3 does not directly show how mtittheogenerated
traffic is received at the sink, the incoming packet rate iajgared to the generation
rate in Figure 4. From this chart, it can be seen that untiiiado3500 seconds of
model time have passed, the incoming packet rate is on tle¢ déthe generated
rate, which is 1.33 packets/s when all nodes are alive (sgi®sel). The steep drop
that follows is caused by the failure of sensor node 17. Whéenrtode fails, the
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Fig. 5 Traffic generated and received at the sink in packets/s (A@IRNING)
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Fig. 6 End-to-end delays in seconds

nodes in the upper right area can not reach the sink any mbeesdcond signif-
icant drop is the failure of sensor node 5, after which no ncatereach the sink
any more (sensor node 0, which is also close to the sink, headl failed before).
The result shows that the protocol succeeds in changingtiténg in time before
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transmission problems occur. The AODV results shown in fEdushow a lower

and varying incoming packet rate throughout the simulafidris means there are
less successful transmissions in the AODV scenario. This ateserved for vari-

ous settings of AODV parameters such as allowed hello Iesfy mtervals, route

request TTL settings and so on.

The end-to-end delays, depicted in Figure 6, show that theqsed EMA algo-
rithm in average is also providing slightly lower delays. Mlthe delays are mostly
between 20 and 30 ms in the AODV results, the delay resuliseohéw algorithm
proposed in this paper often are some ms lower, with a signifiportion of them
below 20 ms.

The comparisons show clearly that the proposed EMA routapmg@ach is supe-
rior to the quite common AODV routing protocol in the giveresario. However,
further investigations have to be made though, to provettiese results also hold in
different scenarios, and comparison has to be made to athsosnetwork routing
methods, too.

7 Conclusion and Outlook

We have proposed a routing approach that proactively adaptss in a wireless
sensor network based on information on node-threatenivigggrment influences.
The approach, called EMA routing, has been evaluated by atenpimulation and
has shown good performance in the considered forest fir@soehVith respect to
the considered network and performance parameters, iedotms the well known
AODV routing algorithm.

Further research will include evaluation in further scé@ammot only scenarios
with a single-sink but also multiple-sink scenarios. Basethe neighbor selection/
route evaluation function, the specific routing scenarith né generalized into an
approach for context-aware routing in sensor networks revttee evaluation func-
tion is not static, but can be modified according to changésartontext.
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